estimate of the Wiener window. However, the typical form of such
data means that good empirical parametric models are invariably
available, so that accurate estimates of the Wiener window can be
made. Of course, one might expect that if the models are suffi-
ciently accurate then the deconvolution can be performed on the
models themselves, thereby bypassing any consideration of the
Wiener filter. In this communication it was shown that such a 
cross-over point in model accuracy does exist, one side of which the best
results are obtained with the standard Wiener filter \(W_1\) and the other side of which it is better to perform a straightforward decon-
volution of the models themselves using, for example, the method of
serial division \[9\].

So far, it has not been demonstrated, either theoretically or by
example, that \(W_2\) can ever perform better than both \(W_1\) and \(W_3\).
Indeed, experience seems to indicate that, while \(W_2\) may certainly
perform better than \(W_4\), under those conditions when \(W_1\) does then
\(W_1\) seems to perform better than either. The choice of Wiener win-
don is thus reduced to that of \(W_1\) (which is tantamount to using the
model \(y(t)\) itself with no window at all) or \(W_4\) (the usual form).
Although it appears difficult to make specific statements about when
to use either, the results of this study indicate that the availability of
a good parametric model for \(y(t)\) (such as the biexponential model of the above example) would allow the use of \(W_1\). The de-
inition of a good model here means one whose residuals (the dif-
ferences between the model and the signal being modeled) are
noiselike in character. A poorer model, whose residuals would ex-
hibit systematic deviations about zero (indicating insufficient de-
grees of freedom or inappropriate structure, such as the parametric
but highly inappropriate polynomial model in Fig. 3) would require
the use of \(W_3\).

In conclusion, then, it is possible to suggest the following pro-
cedure for deciding on how to use the Wiener filter in the decon-
volution of tracer-type data. First, fit an appropriate parametric
model to the data to be deconvolved. Next, examine the residuals
between the data and the fitted model. If they are essentially noise-
like in character then one should use \(W_4\). However, if the residuals
have clear deterministic features (i.e., systematic de-
viations about zero) then one should use the model to implement
the standard Wiener filter \(W_{10}\). Finally, although this study has
focused on the deconvolution of biological data, its results apply
equally well to any data whose deterministic part is smooth and
well representable by a parametric model.
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Cable Theory and Boundary Conditions

Let \( V(x, t) \) be the intracellular voltage in the nerve fiber under study, \( t \) the time, and \( x \) the space coordinate along the axis of the fiber. The basic assumption of cable theory is that \( V \) obeys the following partial differential equation [17]

\[
\frac{d}{dt} \frac{d^2 V(x, t)}{dx^2} - C_M \frac{dV(x, t)}{dt} = j_M(x, t)
\]

(1)

where \( d \) is the diameter of the fiber, \( R \) the volume resistivity of the cytoplasm, \( C_M \) the transmembrane capacitance per membrane area, and \( j_M(x, t) \) the transmembrane current per membrane area. If the cell membrane is passive and linear, \( j_M \) is found to be

\[
j_M(x, t) = g_{x} (V(x, t) - E_K)
\]

where \( g_x \) is the transmembrane resting conductivity per membrane area, and \( E_K \) the resting potential. All arguments in this communication are, however, valid when \( j_M \) depends explicitly on \( x \) and \( t \), or when it contains nonlinear terms in \( V \); e.g., in the Hodgkin-Huxley model. We will assume that \( d, C_M, R_1, g_x \) and \( E_K \) do not depend on \( x \) or \( t \).

Equation (1) can then be written as

\[
\tau \frac{dV(x, t)}{dt} = \lambda^2 \frac{d^2 V(x, t)}{dx^2} - (V(x, t) - E_K)
\]

(2)

where \( \lambda \) and \( \tau \) are defined by

\[
\lambda^2 = \frac{d}{4 R_1 R_2}, \quad \tau = \frac{C_M}{g_x}.
\]

In order to obtain a unique solution of (2), initial conditions and boundary conditions (BC) have to be provided. If the length of the nerve fiber under study is \( L \), we want to solve (2) in the spatial interval \([0, L]\) and for \( t > 0 \). The initial conditions are determined by the choice of \( V(x, t = 0) = V_0(x) \) for all \( x \in [0, L] \);

\[
V(x, 0) = V_0(x), \quad x \in [0, L],
\]

(3)

where \( V_0(x) \) is a given function of \( x \).

The longitudinal current along the fiber is given by [17]

\[
I(x, t) = -\frac{\pi d^2}{4 R_1} \frac{dV(x, t)}{dx}.
\]

(4)

Often it is a good approximation to assume that no current is leaking out of the distal ends of the nerve or cardiac fiber. One then speaks of "sealed-end boundary conditions." From (4), it is clear that the BC corresponding to vanishing leakage currents at both ends are

\[
\frac{dV(x, t)}{dx} \bigg|_{x=0} = \frac{dV(x, t)}{dx} \bigg|_{x=L} = 0 \quad \text{for all} \; t.
\]

(5)

In mathematics, this is called a von Neumann boundary condition.

Numerical Solution by Finite Difference Methods

The numerical solution of (2) can be obtained by finite difference methods. The time is divided in steps of \( \Delta t \), and the spatial interval \([0, L]\) is divided into segments by \( N + 1 \) equidistant points. We define \( \Delta x = L/N \), and

\[
V_i^n = V_i \left( x_i, n \cdot \Delta t \right),
\]

\[
i \in \{0, 1, 2, \ldots, N\}, \quad n = 0, 1, 2, \ldots
\]

(6)

Using the first-order approximation for the time-derivative and central differences for the spatial derivatives, (2) is written in discretized form as

\[
\alpha V_{i+1}^n + \beta V_i^{n+1} + \alpha V_{i-1}^n = \gamma V_i^n,
\]

(7)

where \( \alpha = -\mu \frac{\lambda^2}{\Delta x^2} \), \( \beta = \frac{\tau}{\Delta t} + 2 \mu \frac{\lambda^2}{\Delta x^2} + \mu \), \( \gamma = (1 - \mu) \frac{\lambda^2}{\Delta x^2} V_{i-1}^n + \left( \frac{\tau}{\Delta t} + (\mu - 1) \left( 1 + \frac{2 \lambda^2}{\Delta x^2} \right) \right) V_i^n + \left( 1 - \mu \right) \frac{\lambda^2}{\Delta x^2} V_{i+1}^n + E_K.
\]

(8)

for all \( i \in \{1, 2, \ldots, N - 1\} \). The boundary terms, \( i = 0 \) and \( i = N \), are treated separately.

In this equation, \( \mu \) is a parameter which is chosen between 0 and 1. For \( \mu = 0 \), Euler’s algorithm is obtained. In this case, (6) is an explicit expression for \( V_{n+1}^i \) as a function of \( V_i^n, V_i^0, \) and \( V_{i-1}^n \). For \( \mu = 1 \), the algorithm is called "totally implicit"; for \( \mu = 1/2 \), it is called the "Crank-Nicholson algorithm" [4]. The Crank-Nicholson algorithm is second-order accurate in time [10], while Euler’s algorithm and the totally implicit algorithm are first order.

The initial conditions, given by (3), are taken into consideration by setting \( V_i^0 = V_i \left( x_i, 0 \right) \), where \( i \in \{0, 1, 2, \ldots, N\} \). Let us now consider the boundary condition (5), i.e., the terms with \( i = 0 \) and \( i = N \) in (6). We found that in [1], [2], [5], [6], [9], [11], [13], [16], the sealed-end BC, given by (5) were implemented by setting

\[
V_{i+1}^n = V_i^n, \quad V_{N-1}^n = V_N^n
\]

for all \( n \).

(9)

This yields

\[
(\alpha + \beta) V_{i+1}^n + \alpha V_i^{n+1} = \left( \frac{\pi}{\Delta t} + (\mu - 1) \left( 1 + \frac{\lambda^2}{\Delta x^2} \right) \right) V_i^n + \frac{\lambda^2}{\Delta x^2} V_{i+1}^n + E_K.
\]

(10)

In this equation, the coefficients \( A_i \) are the Fourier coefficients of the initial condition. They are determined by

\[
A_i = \frac{2}{L} \int_0^L V_0(x) - E_K \cos \left( \frac{\pi x}{L} \right) dx.
\]

(11)

It is instructive to consider the case when only one of these coefficients is nonzero. In Fig. 1, we have plotted the exact solution
and two numerical solutions (Euler and Crank-Nicholson) for the initial condition

\[ V_0(x) = E_R + 100 \text{mV} \cos \left( \frac{2\pi x}{L} \right) \]  

i.e., \( A_1 = 100 \text{mV} \) and all other \( A_j \) are zero. The BC given by (7) were used for both numerical solutions. At the boundaries, both numerical solutions differ considerably from the exact solution.

The reason for this deviation can be understood by analyzing the physical meaning of the different terms in (2). Let us treat this equation in discretized form, (6), and let us consider the boundary at \( x = L \). The current flowing into this point from the region \( x < L \) is proportional \((V_{N-1} - V_N)/Ax \), which, by (10)-(12), is easily seen to be negative for all \( n \). On the other hand, if (7) is used as boundary condition, the current flowing towards \( x > L \) is identically zero. The sum of incoming and outgoing currents is thus approximated by a negative value for all time steps. This yields the same solution of the differential equation as a boundary condition for which a current leaks out of the end of the nerve fiber at all times. The value of this "phantom" current, \( I_{p,N} \), is easily calculated as

\[ I_{p,N} = \frac{\pi d^2 V_N^2 - V_{N-1}^2}{8R} \Delta x. \]  

This explains the negative deviation of the numerical solution in Fig. 1 from the exact value at \( x = L \). The current \( I_{p,N} \) depends on the voltage at the boundary and it vanishes for \( t \to \infty \) for the solution given in (10).

An analogous argument holds for the boundary \( x = 0 \), where use of the BC (7) gives rise to a "phantom" current \( I_{p,1} \), which constantly flows into the neural process. This leads to a numerical solution for \( V \) which lies above the exact solution (see Fig. 1).

**Correct Numerical Solution**

A correct implementation of the sealed-end BC is obtained by expanding \( V(x, t) \) in a Taylor series around the endpoints of the process under study. At \( x = L \),

\[ V_{N+1}^n = V^n_N + \frac{\partial V}{\partial x} \bigg|_{x=L} + \frac{\Delta x^2}{2} \frac{\partial^2 V}{\partial x^2} \bigg|_{x=L} + O(\Delta x^3). \]

Replacing \( \partial^2 V(x = L, t)/\partial x^2 \) by \((V_{N+1}^n + V_{N-1}^n - 2V_N^n)/\Delta x^2 \) and using \( \partial V(x = L, t)/\partial x = 0 \) for all \( t \), we obtain

\[ V_{N+1}^n = V_{N-1}^n + \frac{\partial V}{\partial x} \bigg|_{x=L} + O(\Delta x^3). \]

The same analysis is applied at \( x = 0 \) and we obtain, correct to second order in \( \Delta x \),

\[ V_{N+1}^n = V_{N-1}^n \quad \text{and} \quad V_{N+1}^n = V_{N-1}^n \quad \text{for all} \ n. \]  

It is a well-known result of numerical analysis that these BC are preferable to (7) because they are second order in \( \Delta x \) and not first order, as is (7). Use of first-order BC will eventually lead to an inaccurate solution, but that it introduces systematic errors ("phantom currents"). The central point of this paper is that the phantom current [see (14)] is of first order in \( \Delta x \), not of second!

A result which is correct in first and second order is obtained by using (14) as BC. The equations which replace (8) and (9) are

\[ \beta V^n_{N+1} + 2\alpha V^n_{N+1} \]

\[ = \frac{\tau}{\Delta t} + (\mu + 1) \left( 1 + \frac{2\lambda^2}{\Delta x^2} \right) V^n_0 \]

\[ + 2(1 - \mu) \frac{\lambda^2}{\Delta x^2} V^n_1 + E_R. \]  

\[ \]
Sealed-end BC were used for the numerical calculations in [16]. Although the author did not state explicitly how he implemented these BC, he almost certainly used (7). We conclude this from the fact that we were able to reproduce his results perfectly well when we used this equation (compare Fig. 3, dotted lines, with Fig. 6 in [16]). On the other hand, if (14) is used, the result is different (full lines in Fig. 3). We emphasize this difference, since in our previous example (Figs. 1 and 2), we calculate the time evolution of \( V(x,t) \) only over a time interval of 0.01 \( t \), and we noted that the "phantom" current vanishes for \( t \to \infty \). One might argue that the difference between the results using the correct BC, (14), and the incorrect BC, (7), is only a transient effect, which disappears rapidly. The calculation whose results are shown in Fig. 3 proves that this is not the case, and that the results depend on the implementation of the BC even at a time of the order of magnitude of \( t \).

**Excitation by Injection of Current**

Among the papers in which the sealed-end BC are implemented by expressions equivalent to (7) is [11] by Maglaveras et al.; see the discussion following their (6). For other calculations, however, these authors used a boundary condition which is equivalent to ours: Maglaveras et al. used a boundary condition which is equivalent to our (14); see their (4). Their interpretation of this equation was, however, entirely different from ours: Maglaveras et al. were interested in constructing BC which make the cardiac fibers they simulate behave as if they were longer than the part which is actually simulated. This can be desirable to save computer time. Because the BC given in (14) are symmetric with respect to the boundaries (since \( \phi_l = \phi_r \)), they called these "symmetric propagation BC" and concluded that use of (14) yields a simulation of a cardiac fiber of twice the length than that of the fiber simulated explicitly, and thus helps "to avoid artifacts due to impedance mismatch." Maglaveras et al. studied the excitation of a cardiac fiber by a current which is injected at the end of the fiber. Their calculation yielded the result that a greater current has to be injected at an end with the BC given in (14), than at an end with the BC given in (7), if the same effect (in terms of strength-duration characteristics) is to be obtained. Maglaveras et al. concluded that this result

\[
2\epsilon V_+^{n+1} + \beta V_0^{n+1} = 2(1 - \mu) \frac{\lambda^2}{\Delta x^2} V_0^n + \left[ \frac{\lambda}{\Delta t} + (\mu - 1) \left( 1 + \frac{2\lambda^2}{\Delta x^2} \right) V_0^n + E_R. \right.
\]

These BC have been used for the calculation of the numerical solutions shown in Fig. 2. They coincide with the exact solution within the numerical error bounds.

An alternative implementation of sealed-end BC has been described by Ganapathy, Clark, and Wilson [7], [8]. Instead of using central differences for the second derivative everywhere (which necessitates the introduction of a "fictitious" point at each boundary), these authors use central differences inside the integration region and forward and backward differences at the left and right boundaries, respectively. While both methods are of second-order, an obvious advantage of the forward/backward difference method is that it uses the information from two points inside the interval (e.g., \( V_0 \) and \( V_1 \)), while the central difference method described above only uses one point (e.g., \( V_1 \)). On the other hand, the central difference condition \( V_{-1} = V_1 \) reflects immediately a property of the exact solution, namely being an even function with respect to the boundary. Which method is preferable depends probably on the details of the problem to be solved.

**Results for \( t \equiv \tau \)**

Another example which shows the influence of the BC is shown in Fig. 3. It is based on one of the classical papers of the application of cable theory to nerve fibers [16] by Rall. This author simulated the excitation of a neuron by excitatory synapses by subtracting a term \( g_s(x)/g_R \cdot (V(x,t) - E_R) \) from the right-hand-side of (2). (Here, \( \epsilon \) refers to "excitatory,") in this equation, \( E_R > E_L \), and \( g_s(x) \) is positive for those values of \( x \), at which active synapses are present, and zero otherwise. Inhibitory synapses are simulated by subtracting a term with \( E_R < E_R \). This is a powerful model which recently has been generalized for simulating networks of interacting neurons [14], [15].
Fig. 3. (a)-(d) Simulation of a neural fiber which is postsynaptic to excitatory synapses. The fiber length \( L = 2 \lambda \) has been divided in ten segments \( (N = 10) \) for the numerical calculations. As in [16], the quantity \( (V - E_k)/(E_k - E_h) \) is plotted versus time. Here, \( E_h = -70 \) mV, \( E_k = 0 \) mV, and \( V \) is the intracellular voltage in the first segment, which, in [16], was assumed to represent the soma. The synaptic excitation is assumed to take place for \( 0 < t < 0.25 \) \( r \). The synaptic transmembrane conductivity in (19), \( g_s \), is zero everywhere except in the following segments: segments 2 and 3 for (a), 4 and 5 for (b), 6 and 7 for (c), and 8 and 9 for (d). The synaptic interaction is assumed to be limited to these segments where it is simulated by setting \( g_s = g_w \) for \( 0 < t < 0.25 \) \( r \). Euler's algorithm was used in all cases and the initial conditions were always \( V(x, 0) = E_k \) for all \( x \).

The data shown by the dotted lines, which agree with those presented in Fig. 6(a)-(d) of [16], were calculated using the boundary conditions given in (7). The full lines show the result of the same calculation, but using the improved boundary conditions, (14). In all cases, it is clear that the results depend on the type of boundary conditions used.

corroborated their interpretation that the apparent length of the fiber is doubled.

We do not agree with this conclusion. A greater injected current is needed to achieve the same effect at an end with correctly implemented sealed-end BC than at an end with the BC given by (7), since in the latter case, the effect of the injected current is amplified by the above mentioned "phantom" current. Results obtained with this BC have thus to be considered as incorrect. The solutions Maglaveras et al. obtained with their "symmetric propagation BC" are valid for a sealed end. We show in the following that they can be reinterpreted for a process of double length, but that this does not lead to new results.

Let us consider a nerve fiber which has all parameters identical to the one studied above, but which extends from \( x = -L \) to \( L \), while the original fiber extended from 0 to \( L \). If a current \( I \) is injected at \( x = 0 \), currents of equal magnitude \( |I|/2 \) flow to the right \((x > 0)\) and to the left \((x < 0)\). As a consequence, \( \partial V/\partial x \) is non-zero for \( x \neq 0 \), taking the values \( \partial V(-x, t)/\partial x = -\partial V(x, t)/\partial x = 4\lambda R_I/(\pi d^2) \) [see (4)]. It follows that \( V \) has an extremum at \( x = 0 \) (a maximum or a minimum, depending on the sign of the injected current), thus \( \partial V(x = 0, t)/\partial x = 0 \) for all \( t \). Because the same condition is met at a sealed end, injection of a current \( I \) in a cable of infinite length leads to the same solution \( V(x, t) \) as injection of a current \( I/2 \) close to the sealed end of a half-infinite cable. For \( x < 0 \), it follows from the symmetry of the problem that \( V(x, t) = V(-x, t) \). Thus, the "symmetric propagation BC" yield exactly the same result as the sealed-end BC, if one takes into account that twice the current has to be injected at the midpoint of a doubled fiber than at the endpoint of the original fiber. Incidentally, (14) was already used by Cooley and Dodge [3] for the simulation of a nerve fiber which is excited by current injection at its midpoint. These authors, however, noted correctly that a pair of mirror-symmetric impulses arises at the stimulating electrode and propagate away in both directions.

\[^2\]The current cannot be injected at \( x = 0 \) because of the sealed-end BC, but we can assume it to be injected between 0 and \( \Delta x \).
A Bivariate Version of Andrews Plots

James A. Koziol and Werner Hacke

Abstract—A bivariate version of Andrews plots is introduced for naturally paired multivariate data. The bivariate Andrews plots are space curves, and are particularly effective for revealing patterns and clusters when depicted dynamically. Projections of the bivariate Andrews plots recover the familiar univariate Andrews plots.

I. INTRODUCTION

Andrews [1] described a graphical method of obtaining a visual representation of multivariate data. The method consists of representing a p-dimensional vector $x^T = (x_1, x_2, \ldots, x_p)$ (where $T$ denotes the transpose of the $p \times 1$ column vector $x$) by the finite Fourier series $f(t) = x_1/\sqrt{2} + x_2 \sin(t) + x_3 \cos(t) + x_4 \sin(2t) + x_5 \cos(2t) + \cdots$ and plotting $f(t)$ for a set of $t$-values in the range $-\pi \leq t \leq \pi$ (or, alternatively, replacing $t$ by $2\pi t$ and using the range $0 \leq t \leq 1$). A set of $p$-dimensional observations will appear as a set of lines drawn on a plot, which is of use in exploratory data analysis. Andrews established a number of theoretical properties of such plots, and demonstrated their value in discerning patterns, clusters, and outliers in multivariate data sets.

For those not familiar with Andrews plots, this short example might be useful. Let the distribution of $x_1 = (x_1, x_2)$ be bivariate normal, with mean vector $\mu_2$ and covariance matrix $\Sigma_2$, given by

$$\mu_2 = \begin{pmatrix} 0 \\ \mu_2 \end{pmatrix}, \quad \Sigma_2 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix},$$

respectively. Let $y^T = (y_1, y_2) = (x_1, SGN(x_1 x_2), x_2)$ where $SGN(t) = +1$ if $t > 0$, $-1$ if $t < 0$. Then $y_1$ and $y_2$ still have unit normal marginal distributions, but they no longer are jointly bivariate normally distributed (since $y_1$ and $y_2$ are both positive or both negative, each with probability 0.5). The mean and covariance of $y$ are given by

$$\mu_y = \begin{pmatrix} \mu_2 \\ 2/\pi \end{pmatrix}, \quad \Sigma_y = \begin{pmatrix} 1 & 0 \\ 0 & 2/\pi \end{pmatrix},$$

respectively. A random sample of size 50 was drawn from the distribution of $y$, and the Andrews plots for these 50 vectors were drawn separately for $y_1$, $y_2$ positive and $y_1$, $y_2$ negative in Fig. 1(a) and (b), respectively. The patterns within each figure are consistent, and clearly distinguish the two figures.

The purpose of this note is to describe a bivariate version of Andrews plots. Given two vectors of observations $x^T = (x_1, x_2, \ldots, x_p)$ and $y^T = (y_1, y_2, \ldots, y_p)$ where the $(x_i, y_i), i=1,2,\ldots,p$ are naturally paired, form the functions

$$f_i(t) = x_1/\sqrt{2} + x_2 \sin(t) + x_3 \cos(t) + x_4 \sin(2t) + x_5 \cos(2t) + \cdots$$

and plot $(t, f_i(t), f_j(t))$ for a set of $t$-values in the range $-\pi \leq t \leq \pi$.

Note that the two-dimensional projections of the space curve

$$\begin{align*}
(t_f(t), f(t), f(t)) \rightarrow (t, f(t))
\end{align*}$$

recover the familiar Andrews plots. Many of the properties of Andrews plots can thus be immediately extended to the corresponding space curves. In addition, two other properties should be mentioned:

1) The volume swept out by rotating the space curve $(t, f_i(t), f_j(t))$